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A NEURON STOCHASTIC SIGMOID FIRING FUNCTION MODEL
CONSTRUCTED ON THE MULTI-OPTIONAL FUNCTIONS ENTROPY
CONDITIONAL OPTIMALITY DOCTRINE

It is made an attempt to propose some appropriate models of the friction and wear
processes that could happen in the considered structural elements of the engineering
units. The uncertainty measure in the given consideration is the entropy of the spe-
cial hybrid-optional effectiveness functions. Such kind of entropy originates from the
Jaynes’ principle, being adapted to the subjective entropy maximum principle, with
the implementation possibilities to the applicable fields of aviation industry as that
follows the readings of the references. The paper theoretically considers the possibil-
ity of the multi-optional hybrid functions entropy conditional optimization doctrine
applicability with the purpose of discovering substantiated reason for the special hy-
brid-optional effectiveness functions existence, as well as the reasons for the formula
optimality. The neuron model activation function, or a squashing function, of a sig-
moid type function like logistic function, formula is obtained with taking into account
the degree of uncertainty for a certain type hybrid-optional effectiveness functions.
With the help of the variational principle it is shown the optimality of the formula.
The evolution of the proposed at this paper approach from the subjective analysis to
the hybrid multi-optional functions optimization doctrine implies the use of the hy-
brid multi-optional functions, as an objectively existing characteristic of a phenome-
non, instead of the subjectively preferred, by a human, functions, since no one choos-
es the objectively existential reality. The approach has a significance of a plausible
explanation for the phenomena stipulated by multi-optionality. Theoretical specula-
tions are illustrated with a plotted diagram presenting conducted numerical simula-
tions.

Keywords: tribology, friction; wear; optimization; entropy doctrine; multi-
optionality; hybrid optional function; neuron activation, sigmoid function.

Introduction. A few centuries past as the Great Swiss Mathematician Leonhard
Euler said about that, in everything we see around us, we may notice some features or
attributes of a certain maximum or minimum [1, p. 15]. Now we are going to try to ap-
ply that attitude to the scientific areas of friction [2], functional coatings applications for
strengthening and restoration of aviation products [3], reliability, maintainability and
risk [4], gearings with increased teeth wear resistance [5], and others, possibly be mod-
eled with the neural networking [6, 7].

In all enumerated spheres [2-5] and more there are some processes observed which
can be described with the neural networking formalisms [6, 7].

Neurobiological analogy used at neural networks input-output mapping implies
neuron models developing [6]. Activation functions (p(v) are being considered as math-

ematical dependences upon the induced local fields or activation potentials v of the
neurons [6, pp. 43-48, (1.1)-(1.14)].

There is a stochastic neuron model which on the contrary to the deterministic model
means that an input signal transformation into the corresponding output signal does not pre-
determined with the probability equaled “one” for all values of the input signal [6, p. 48].
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State of the problem. The working hypothesis is the postulate of a certain func-
tions entropy conditional optimum [1, 6]. The Jaynes’ principle of a maximum-entropy
and its methods proposed in references [8-10] on statistical physics have been success-
fully applied to theoretical models constructing in both the active systems theory [1] and
neural networking [6, pp. 629-632, § 10.3].

Entropy research through all the science has a growing trend according to the study
of reference [11]. Canonical view distributions of subjective individual preferences, tak-
ing into account a characteristic of the human-being decision making behavior [1] in an
explicit function, have the same view as the probability of a choice [12, 13]. Although
the latter use an axiom from [14, 15]; while in [1, 16, 17] it is derived in the style of a
theorem proof following the preceding accepted postulate of optimality.

Some explanations of the maximum entropy principle pertaining with the socio-
economical systems and psychological aspects (on an example of the light and shadow
proportions of the shadow economy) are given in the latest papers [16, 17].

The popularity of the maximum entropy principle is based, apparently, upon the
good evidences of the resulted expressions.

Evolution of the subjective entropy maximum principle [1] resulted in emergence
of the multi-optional hybrid functions entropy conditional optimality doctrine initiated
and developed in [18-27].

Problem statement. In accordance with [6, p. 48] for some applications it better to
use stochastic neural network models than the determined ones. The activation function
then has a probabilistic interpretation. Probability P(v) is described with the sigmoid
function of the following kind, [6, p. 48, (1.15)]:

1

Po)=— )
I+ exp[— T)

where T is an analogue of the temperature used to control the noise levels, thus, uncer-
tainty degree switching.

In such models a neuron can be in one of two states: + 1 or — 1. The decision about
the neuron state switching is made with respect to the probability of the event [6, p. 48]:

+1, with probabilit y P(v); 5
- 1, with probability 1— P(v). @)

Here symbol x means the neuron state. It is important to notice that 7 does not de-
scribe the physical temperature of the neural network either biological or artificial. Pa-
rameter 7 controls thermal fluctuations presenting the synaptic noise effect. Also re-
markable that, if parameter 7 tends to zero, then the stochastic neuron described with
the expression of (1) takes the determined form (without the noise) of the McCalloch-
Pitts neuron [6, p. 48].

Purpose of the paper. The presented paper is aimed at the sigmoid probability of a
neuron firing functions P(v) modeling on the basis of the developed doctrine about the

multi-optional functions entropy conditional optimality.
Problem setting. In order to reveal the optimality of equation (1) [6], it is applied
the prototype model of subjective analysis [1] and optional functions doctrine [18-27]:

0, = _éhi(vi)lnhi(vi)_%éhi(vi)Vi +Y[éhi(vi)_l) > 3)
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where £, (vi) is the hybrid multi-optional function (objective fundamental value of the
process) deemed to be relevant to the induced local field or activation potential v, ;
—1/T is the other essential parameter, the sign “minus” in front of it ensures higher val-
ues of the hybrid multi-optional function #, (vi) distributed for the lower values of the
induced local field v, at 7 >0; vy is the coefficient for the normalizing condition.

On the condition of the hybrid multi-optional function 4 (vi) optimality for (3)
hA(VA)Z exp(— Vi/T) ) 4)
> exp (— v;/T )
=

For any two induced local fields or activation potentials [6, p. 43, (1.3)] v, and v,,
at n =2 equations of (4) give the optimal distribution for the objective functional (3).

If each of the induced local fields v, and v, is compared with the threshold activa-
tion potential v,, the objective functional likewise (3) optimization leads to the solution
in the view of canonical expressions equivalent with (4), however separately for the
pairs of v, v, and v,, v, correspondingly.

Making simplest transformations, it is possible to get the following equation in gen-
eral case, for any separate pair of v, and v,

1

hy, =

- (5)
1+ exp{— Vi TVO }

Comparing equations (5) and (1) one can notice that
P(v)zhy, V=V, —V,. (6)

1

Model (1-6), at T=2; v, =0; v, =-10...10; v, =2 gives result shown in fig.
f; (0,V1,2) — solid red, dash blue, and green dot lines, are (4) at i = @ and n=3.

0991, |
£o(0,v1.2)
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— 10, v 10,
Fig. Hybrid multi-optional function

Conclusions. It is revealed a possibility of the hybrid combined relative pseudo-
entropy application for the neuron stochastic model sigmoid firing function at the con-
sideration of the probability of a neuron firing function as a logistic one. Parameters of
the problem need further investigation.
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A. B. TOHYAPEHKO

MOJEJIb f&KTI/IBAHﬁ HEWPOHY 31 CTOXACTHYHOIO ®YHKII€IO
AKTHUBALII IIOBYIOBAHA HA TOKTPHHI YMOBHOI OITUMAJIBHO-
CTI EHTPOIIII BATATOOIIINIMHUX ®YHKIIN

VY HaBezeHi#t poOOTi 3MIHCHEHO CrpoOy 3aMpOMOHYBATH TIEBHI MO, IO MiAXOIATh, TPOIIe-
CiB TepTs Ta 3HOIIYBaHHSA, KOTPI MOTJIH OU BiOyBaTHCS B KOHCTPYKTUBHUX €JIEMEHTaX TEXHi-
9HUX BUPOOIB, AKi OepyThbes M0 po3riany. Mipa HEBU3HAYCHOCTI Y TaHOMY PO3TJIISI 1€ € eHT-
PpOIIis CremianbHuX Ti0pUIHO-ONIIHHNX QyHKIIIH eQekTuBHOCTI. EHTpOITiS TaKOro BHIY ITOXO-
IUThH Bif mpuHIMITy J[>KeifHca, OyIydn aJanToBaHOO O MPUHIUIY MaKCUMYMY Cy0’ €KTHBHOL
EHTpOIIil, i3 IMIUIEMEHTAI[iTHIMH MOXKIIMBOCTSIMH 10 aBilalifHIX Tany3el 3aCTOCYyBaHHS, SIK IIe
MIOXOMUTH 31 CIHCKY HaBEICHUX IOcIaHb. CTAaTTS pO3MIIAAAaE TEOPETUIHO MOXKIIUBICT 3aCTO-
CyBaHHS JOKTPUHMA YMOBHOI ONTHUMI3aIlii eHTPOIIii 0araToOmIiiHuX TiOpUAHUX (YHKITH 3 Me-
TOIO BIIKPUTTSI OOTPYHTOBAHOI MPUYWHU iCHYBAaHHS CHEMiabHUX TiOpHIHO-OMIIHANX (yHK-
it epeKTUBHOCTI, a TAKOXK MPHYUH ONTUMAIBEHOCTI (POPMYITH, 0 HaBOAUTECSA. Taka (opmy-
Ja, IO BXHUTAa y sSIKOCTI Mojenmi (yHKIii akTuBalii HeHpoHy, a0o Tak 3BaHa «squashing
functiony», THIIa CUTMOINANbHOI (YHKIIi, MOAIOHOI MO JOTiCTHYHOI (DYHKIII, OTPUMYETHCS 3
ypaxyBaHHSIM CTYIIEHS HEBU3HAYEHOCTI IIEBHOT'O TUITY TiOPHUIHO-OMIIIMHUX (PYHKITIH e eKTHB-
HOCTIi. 32 IOITIOMOrOI0 JAHOTO BapiamiiHOTO MPHUHITUITY OYyJI0 MOKa3aHO ONTUMATBbHICTh TAKOTO
BUAy (Qopmynu. EBomromis 3alporoHOBAaHOTO y I CTATTI MiAXOLY, KW € PO3BUTKOM Bij
Ccy0’€KTUBHOI'O aHAJI3y JO ONTHUMI3alifHOI MOKTPUHU TiIOpMAHMX OaraTOONIIHHAX (YHKIIIH,
mepenbadae BUKOPUCTAHHS BKa3aHWX TiOpUIHWX OaraToomIifHWX QYHKIIA, Y SKOCTI
00’€KTHBHO iICHYIOUOI XapaKTePUCTHKH ITIEBHOTO SBHIIA, 3aMiCTh OMICAHUX Cy0’€KTUBHO IIepe-
BKHUX, JIOMUHOIO, (DYHKIIIH, OCKITBKH HIXTO HE 0OHMpae 00’ €KTHBHO iCHYIOUOI PeabHOCTI.
Jlaumii miaxix Mae 3HAUYIIICTh TMPABIOMOMIOHOTO MTOSICHEHHS U TAKUX SBUII, 0OYMOBJICHUX
GaraToonmiitHicTio. TeopeTnyHi MipKyBaHHS HPOLTIOCTPOBAHO MOOYIOBAHOIO IiarpaMoro, sKa
NpeCTaBIIs€ IPOBECHE YNCIOBE MOJISIIFOBAHHSI.
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TOONIIHICTE; TIOpUIHA OIMIIiiiHa (QYHKIIIS; aKTUBAIliS HEHPOHY; CUTMOITabHa (PYHKITiS.
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