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Abstract—The paper deals with the questions of analysis and estimation the methods of information
reservation efficiency increase for information-control systems of unmanned aerial vehicles. The methods of
parallel, sequential, modular and combined information reservation are considered in the article. A
mathematical model for estimating efficiency the various kinds of information reservation is obtained in the
article. The information criterion in the form of entropy is used as a criterion for estimation the effectiveness
of information reservation. The information criterion is calculated as the difference the information entropy
in the case of information reservation and the information entropy of a single source of information. This
criterion can be used as a general criterion for assessing the quality of various methods of information
reservation for information-control systems of unmanned aerial vehicles. Mathematical modeling of
parallel, sequential, combined information reservation, modular information reservation of the first and
second hierarchy is carried out in the work, provided that information sources are characterized by low
reliability and veracity of information. According to the results of mathematical modeling, it is shown that
the most informative is the modular information reservation of the second hierarchy, as well as the modular
information reservation of the first hierarchy and the combined information reservation.

Index Terms —Efficiency; information reservation; information criterion; information-control systems.

I. INTRODUCTION

It is known that the efficiency and quality of
information-control ~ systems  (ICS)  depends
significantly on the validity of information that comes
to the ICS input from various types of measuring
device (so-called information sources (IS)), that
monitor the condition and functionality parameters of
the ICS. Information reservation is the main condition
for ensuring the validity of data obtained from
different sources of information, which include
monitoring signal sensors and measuring device of all
possible analog quantities. As a rule, each separate
such source has insufficiently high characteristics that
determine the degree of validity of data. Such
characteristics include the probability of trustworthy
report on the presence of a controlled phenomenon
and the probability of errors of the I and II kind, that
is, the probability of an error in the detection of a
controlled phenomenon, if it actually is present, or the
probability of a false signaling about the appearance
of a controlled phenomenon, when in reality it is not
present [1], [2]. Particular attention should be given to
the issue of evaluating the performance of ICS of
unmanned aerial vehicles (ICM UAVs), since the

quality of their operation significantly affects to the
safety and efficiency of UAV's flights.

II. PROBLEM STATEMENT

There are three ways of information reservation:
parallel, sequential and combined. The estimation of
the quality the various types of information
reservation is usually done by mathematical
modeling and analysis of each model separately with
subsequent comparative analysis. The obtaining of
specific results in the comparison process is a
complex mathematical procedure and requires a lot
of computation. Therefore, is indispensable to
develop an information criterion that would to allow
a comparative analysis of various types of
information reservation. That why is suggested to
use of an information criterion that will allow us to
determine, with the help of entropy, the amount of
information of one or another type of information
reservation and to give a comparative analysis on the
basis of the obtained formulas and nomograms.

III.REVIEW

The analysis of ICS structures shows that their
effectiveness depends on the reliability of the
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information upon which the relevant decisions are
made. Therefore, it is necessary to take adequate
actions to increase the reliability of information in
the ICS. Solutions to the problem of validating the
validity of data during the transmission and
processing of information in process control systems
are proposed in [2], [3], where are considered the
principles and methods of using statistic data
redundancy in solving problems, related to control
of information validity based on the minimum mean-
square error criterion for different distribution laws
of controlled parameters. This and other statistical
methods stipulate the collection of a large array of
data on the operation parameters of the ICS and
don't allow to evaluate their effectiveness during
operation. The use of information reservation allows
to reduce the shortcomings of statistical methods and
to shorten the evaluation time. But hereby a need
arises to assess the quality of different ways for
information reservation through the wuse of
information criterion, which would allowed
undertake the simultaneous assess of various types
of reservation with high validity.

IV. PROBLEM SOLUTION

As is known, there are three ways of information
reservation the UAV's information-control systems
1], 120

— parallel reservation, when instead of one
source of information several sources are used and
the decision on the validity of incoming data is
determined by the majority principle: the controlled
phenomenon or measurement value is present, when
the m of n sources confirm its existence;

— sequential reservation when the same
information source is queried sequentially with a
certain time interval v times, and if this source of
information confirms "k of v" times about the
presence of a controlled phenomenon or
measurement value, then such control is deemed
validity;

— combined reservation, when each of n
information sources is requested at a specified
interval v times, and after "k from v" confirmations
about the presence of a controlled phenomenon, the
majority principle is also applied: the controlled
phenomenon or measurement value is present, when
the m of n sources confirm its existence.

It is very important to find a common criterion
for estimating the efficiency of each listed
information reservation methods.

One of the effective methods for estimation the
quality the various types of information reservation
is the information criterion, in which the entropy of
a single information source is determined, as well as
the entropy obtained as a result of one information

reservation types. The difference between these two
entropies determines the amount of information
obtained as a result of this information reservation
type. By the amount of information received, one
can judge the effectiveness of one or another
information reservation type and give comparative
estimates of each listed types.

A. Entropy of the information sources

Let examine this for a specific example. Let three
sources of information be given, each of which is
characterized by three quality indicators [1], [3]: a is
the probability of correct detection; b is the
probability of false alarm; d is the probability of
non-detection. Moreover, a+b+d =1.

Let the probability @ vary from 0.1 to 0.9:
a=0.1,0.2...0,9. Let the probabilities b(a)=d(a) and

defined by the dependence b(a)=d(a)= I—Ta‘

In this case, the entropy of such information
source is expressed by the well-known formula [2]:

H(a)=-1.44[aln(a) + b(a) In(h(a))
+d(a)In(d(a))].

B. Entropy with parallel information reservation

According to the physical representation of the
IS's work, the real IS can be in one of three
incompatible random states: correct detection, false
alarm and non-detection, determined by probabilities
a, b and d, respectively. Such system can be
represented by using the trinomial probability
distribution [1], [2], according to which the
probability that n from m IS will not detect
controlled phenomena at all, m — k£ IS will work with
false alarm, and n — m IS will provide the correct
information about the controlled phenomenon. The
probability p(n — m, m — k, k) is described by the
following expression:

Rnimqmiqu) _ C;r—man—mc:szbmfkdk‘ )

Let the information system consisting of three IS
and be executed in such a way that at its output there

will be a signal F,,, when at the input by majority

principle no less than two Al are triggered. Such
system is shown in Fig. 1.

As is known [3], [4], with parallel information
reservation for three sources of information in
accordance with the majority principle "2 of 3" the
probability of reliable detection of the controlled

phenomenon £, the probability of non-detection P,
and the probability of false alarm P are

respectively, determined by the expressions:
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P =a’ +3a’d(a)+3a’b(a)+ 6ab(a)d(a),
P, =d*(a)+3ad*(a)+3b(a)d*(a), 3)
P, =b’(a)+3ab’(a)+3d(a)b’ (a).
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Fig. 1. Information system with the majority principle
"2 of 3"

The entropy H,(a), which obtained as a result of
parallel information reservation, in accordance with
the majority principle "2 of 3" can be calculated
according to the formula:

H\(a)=-1.44[RIn(R)+ P, In(P,) + K, In(P)]. (4)

The amount of information /(a), which obtained

as a result of such parallel reservation, is defined as
the entropy difference H(a) and H (a):

I,(a)=H(a)~ H,(a). )

Let the information system consisting of four IS
and be executed in such a way that at its output there

will be a signal F,,, when at the input by majority

principle no less than two Al are triggered. Such
system is shown in Fig. 2.
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Fig. 2. Information system with the majority
principle "2 of 4"

As is known [3], [4], with parallel information
reservation for four sources of information in
accordance with the majority principle "2 of 4" the
probability of reliable detection of the controlled
phenomenon £, ,, the probability of non-detection

P,, and the probability of false alarm P, are
respectively, determined by the expressions:

P, =a" +4a’b(a)+6a’h’(a)
+4ab’(a)+4a’d(a) +12a°b(a)d(a)
+12ab*(a)d(a) + 6a’b*(a)+12abd*,} (6)
P,, =d*(a)+4b(a)d’ (a) + 4ad’ (a),
P, =b"(a)+4b*(a)d(a)+6d*(a)b*(a).

The entropy H,,(a), which obtained as a result

of parallel information reservation, in accordance
with the majority principle "2 of 4" can be calculated
according to the formula:

H,(a)=-144[ B, In(R )+ P, In(P, )+ P, In(,,) ].
(7)

The amount of information /(«) , which obtained

as a result of such parallel reservation, is defined as
the entropy difference H(a) and Hy(a):

Iny(a)=H(a)-H,,(a). ®)

C. Entropy with parallel modular information

reservation of the first hierarchy

On the basis of the module (Fig. 1), it is possible
to build a more efficient information system N,
(Fig. 3), which will combining 9 sources of
information x; and will implementing the majority
principle "6 of 9". In this case, the scheme (Fig. 3) is
executed on the modules F,,; (Fig. 1), and its

probabilistic DPiss> Doy Paye Ar€
determining the probability of reliable detection of
the controlled phenomenon, the probability of non-
detection and the probability of false alarm are
respectively, determined by the expressions:

characteristics

P =P +3pips +3p P, + 60y ps,
Doy = D> +3D:05 +3D5 Dy, ©)
Psy = DPs +3pip, +305 pr.

Accordingly, the entropy of parallel modular
information reservation H, (a) can be calculated

according to the formula:

H, (a)= _1'44[le In(p,,,)

(10)
+ Do ln(pzM )+ Py ln(pzM )]
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which

obtained as a result of parallel modular information
reservation, is determined by the formula:

The amount of information I, (a),

I1,,(a)=H(a)-H,,(a). (11)
A—
113:2 & 1 Ns,o
h &

Fig. 3. Informational module N, for implementation

the majority principle "6 of 9" to decision
on the reliability of the message

At the same way on the basis of the module
(Fig. 2), it is possible to build a more efficient
information system N,,,, (Fig. 4), which will

combining 24 sources of information x; and will
implementing the majority principle "12 of 24". In
this case, the scheme (Fig. 4) is executed on the
modules F,, (Fig. 2), and its probabilistic

characteristics p,,,., P,sn> P, are determining the

n3m

probability of reliable detection of the controlled
phenomenon, the probability of non-detection and
the probability of false alarm are respectively,
determined by the expressions

Puim = pﬁ4 + 4p13,4p3,4 + 6p12,4p32,4
+ 4p1,4p33,4 + 4p13,4p2,4 + 121712,4172,4]73,4
+ 12p1,4p32,4p2,4 + 61712,4]722,4 + 12p1,4p3,4p22,4a (12)

Prom = p;,zt + 4p;,4p3,4 + 4]?],4]?;,4,

Puzm = p;,zt + 4p33,4p2,4 + 6p32,4p§,4-

Accordingly, the entropy of parallel modular
information reservation H,,(a) can be calculated
according to the formula:

HMn (a) = _1‘44[pnlm 1n(ADnlm)

(13)
+ anm ln(anm) + pn3m 1n(ADn3m )]

The amount of information [, (a), which

obtained as a result of parallel modular information
reservation, is determined by the formula:

1, (a)=H(a)-H,, (a). (14)

Fnl
Fn2 &
Fn2
Fn3 &
an & Lo
n3
1 Lvﬁlz,u
Fnl
Fn4 & —»
Fn
" &
Fn4
Fn4
Fn3 &

Fig. 4. Informational module N,,,, for implementation

the majority principle "12 of 24" to decision on the
reliability of the message

D. Entropy with parallel modular
reservation of the second hierarchy
On the basis of the module (Fig. 3), in
accordance with the modular principle of
implementing the parallel redundancy schemes, it is
possible to build a more efficient information system
Ly ,,, which is depicted in the Fig. 5, which will

information

combining 27 sources of information x; and will
implementing the majority principle "18 of 27".

N14>

Nz" &

Nz" L18,27
& 1 —

Ny ——*

N14>

Ng," &

Fig. 5. Informational module L, ,, for implementation
the majority principle "18 of 27" to decision
on the reliability of the message
In this case, the scheme (Fig. 5) is executed on
the modules Ny, (Fig. 3), and its probabilistic

characteristics pyy, > Py, » P3y, are determining the

probability of reliable detection of the controlled
phenomenon, the probability of non-detection and
the probability of false alarm are respectively,
determined by the expressions:
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P, = p13M + 3p]2Mp3M + 3p]2Mp2M
+6Dy Doy Dous s

(15)
Pou, =p;M +3p§Mp3M +3p22Mp]M7

Py, =p33M +3p32Mp2M +3p32Mle‘

Accordingly, the entropy of parallel modular
information reservation H,, (a) can be calculated

according to the formula:
Hy, (@)==1.44| p,, (@In(p,,,, (@)

(16)
Do, @I pyyy, @)+ Py, (@[ gy, (@) ]

The amount of information /7, (@), which

obtained as a result of parallel modular information
reservation, is determined by the formula:

Iy, (@)=H(a)-H, (a). (17)

At the same way on the basis of the module
(Fig. 4), in accordance with the modular principle of
implementing the parallel redundancy schemes, it is
possible to build a more efficient information system
L,y 46 » Which is depicted in the Fig. 6, which will

combining 96 sources of information x; and will
implementing the majority principle "48 of 96". In
this case, the scheme (Fig. 6) is executed on the
modules N, , (Fig. 4).

an >

&

NnZ

NnZ

Nn3

an

Nn3

Lm&%
[

&

an >

Ny —

NnZ

Ny ——

Nn4
Nn3

Fig. 6. Informational module L, for implementation
the majority principle "48 of 96" to decision
on the reliability of the message

The probabilistic characteristics  p,,y > P,ou, »

D,3u, are determining the probability of reliable

detection of the controlled phenomenon, the
probability of non-detection and the probability of
false alarm are respectively, determined by the
expressions:

4

— 3 2 2
- pnlm + 4pn1mpn3m + 6pn1mpn3m

])n]M,,
+4 S +4p]
pn]mpn3m pnlmpn2m

+12p3]mpn2mpn3m +12pn1mpj3mpn2m (18)
+ 6plf]mpr212m + 12pn1mpn3mp32m’

_ 4 3 3
]3112M,, - pn2m + 4pn2mpn3m + 4pn]mpn2m s

4 2 2

= pn3m + 4p33mpn2m + 6pn3mpn2m'

1)113M,,

Accordingly, the entropy of parallel modular
information reservation H,, (a) can be calculated

according to the formula:
HnM,, (a)=-1 '44|:pnlM,, (a)In (pnlM” (a)) (19)
TPuou, (a)In (anM” (a)) T Pusu, (a)In (pnsM,, (a)):|

The amount of information /,,(a), which

obtained as a result of parallel modular information
reservation, is determined by the formula:

Loy, (a)=H(a)- H,,, (a).

E. Entropy with sequential information reservation

(20)

As is known [2], in sequential information
reservation, next parameters are entered: the quality
factor of the information source y(a), as the ratio of

the false alarm probability 5(a) or the non-detection
probability d(a)to the reliable detection probability,
i.e. y(a)=b(a)/a, and also entered a data apriority
coefficient B(a) in accordance with the formula:
B(a)=(1-oa)/a, where o is the a priori probability
of a controlled phenomenon.

It is known [1], [3] that if are in evidence two

confirmations at serial query of the same source,
then the probabilities of reliable detection £, (a),

non-detection P,(a) and false alarm P,(a)are
respectively determined by the formulas:
P (Cl) = ;
Tl (@Pa)
v (a)
Ppla)=————"——, 21)
" 2(B@)+7 (@)
B(a)y’(a)
P =
(@) 2(1+y2(a))
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Ordinarily, the a priori probability of a controlled
phenomenon o is unknown and is accepted as
a=0.5, then B(a)=1and the formulas (10) are
simplified.

Accordingly, the entropy H,(a) of the sequential

information reservation can be calculated according
to the formula:

H,(a) = -1.44| B, (a)In(B, (a))

(22)
+B,(a)In(By,(a))+ Py (a)In(Py(a))]-

The amount of information /,(a) , which obtained

as a result of sequential information reservation after
two checks of the controlled phenomenon can be
determined according to the formula:

1,(a) = H(a)~ H,(a). (23)

F. Entropy with combined information reservation

Now, let's consider the combined information
reservation. In this case the majority principle of
decision by criterion "2 of 3" is applied after each
from 3 sources was requested successively two times.

In this case, the probabilities of reliable detection

P, (a), probabilities of non-detection the controlled
phenomenon P,(a) and the probability of false
alarm P,(a) are determined according to the

following expressions [3]:

Ry(a) = B(a)+3R,(a)R,(a)+3R; (@) By (a),

Py(a)=E,(a)+3Ry ()R, (a)
+3R,(@)R;(a)+6F, ()R, (@)F;(a),

By(a) = Fy(a)+3R;(@)R, (@) + 3R (@)Ry (a).

24)

Accordingly, the entropy H,(a) of the combined

information reservation can be calculated according
to the formula:

H,(a)=~1.44[ B,(a)In(B,(a))

(25)
+ B,(a)ln(RB,(a))+ By(a)In(PB;(a))].

The amount of information 7,(a), which obtained

as a result of combined information reservation, is
determined by the formula:

L(a)=H(a)-H,(a). (26)

V. RESULTS OF RESEARCH

Based on formulas (5), (8), (11), (14), (17), (20),
(23), (26) were plotted dependency graph the
amount of information, which obtained as a result of
sequential, parallel, modular and combined
information reservation, on the probability of
reliable data, which are shown in Fig. 7.

The analysis of the graphs shows that the most
informative is the modular information reservation
of the second hierarchy (module L, ), which

obtaining the
I, (a), even

information sources, characterized by the probability
of reliable detection of a controlled phenomenon by
one source, will be lower than for information
sources with parallel and sequential information
reservation. It should also be noted that the modular
information reservation of the first hierarchy and
combined information reservation is  also
characterized by high results compared to parallel
and sequential information reservation.

greatest amount of
if the quality of

provides
information

L7 g
‘..
I1la o
— | 457 [ ——
Ima g -
- e e -
Imlla 1214 — MPUES S L
Inla el “ony
e e S
Inma 0.971 /, - > "
Inm2a pr P4 /_\
----- 0.729 &
12a & \
3a d — N
------------ e /’ ‘\
0.243 /
0
0.4 0.5 0.6 0.7 0.8 0.9 1

a

Fig. 7. Dependency graph the amount of information,
which obtained as a result of sequential, parallel, modular
and combined information reservation, on the probability

of reliable data

VI. CONCLUSIONS

The article deals with analyzes of evaluation the
information reservation effectiveness of UAV's
information and control systems. Also, the article
presents a mathematical model for estimating the
efficiency of information reservation and the
information criterion in the form of entropy for
estimating the efficiency of reservation the UAV's
information and control systems is proposed. The
algorithm for assessing the quality for various
methods of information reservation 1is, also,
proposed. It implemented with the help of a
generalized information criterion for estimating the
amount of information. Also, the article presents the
results of the evaluation the various types of
information reservation. In the evaluation it was
shown that one of the most effective criteria for
assessing the quality for various methods of
information reservation is the information criterion.
Such generalized criterion makes it possible to
simple and easy evaluate the effectiveness of using
"m of n" for parallel information reservation and "k
of V" for sequential information reservation. As a
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result of the research it was shown that the most [3] A. Al-Ammouri, A. Kasyanenko, H. Al-Ammouri,

informative methods of information reservation are and A. Degtiarova, “Optimization of onboard
modular and combined reservation. navigation systems,” Proceedings 2016 IEEE 4th
International Conference "Methods and Systems of
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Aui Anb-AmMopi, A. O. JlerrapboBa, X. A. Anb-AMMopi, A. €. Kinouan, O. II. Tumyenko. Ouinka egeKTUBHOCTI
iHdopmaniliHoro peseppyBaHHs iHpOpMaLiiiHO-KePYIOYUX cUCcTEeM 0e3NIJIOTHUX JITATBHUX anapaTiB

CTaTTIO MPUCBSIYEHO PO3TJISNY IHTAHHS aHaJi3y Ta OL[IHKM METOMIB MiJIBUIIEHHS e(pEeKTHBHOCTI iHQOpMAIHOrO
pe3epByBaHHS 1H()OPMAIIHHO-KEPYIOUHX CHCTEM OS3MIIOTHUX JIITAILHUX anapatiB. PO3IJITHYTO METOIU MapayiebHOTO,
MOCITIZIOBHOTO, MOJYJIBHOTO Ta KOMOiHOBaHOro iHopmariiiHoro pesepByBaHHs. OTpHUMaHO MaTeMaTHYHY MOJENb
OLIIHKU e(eKTUBHOCTI Pi3HMUX BHIIB iH(GOpMAIiIIHOrO pe3epByBaHHS. B SKOCTI KpHUTEpiro ISl OLIHKK e(EeKTUBHOCTI
iH(pOpMAaIIfHOrO pe3epBYBaHHS BHKOPHUCTOBYETHCS IH(QOPMAIMHUIA KPUTEpiH, SIKMH IMPEACTaBIIsiE COOOH PI3HMIO
enrtpomii iHpopmauii npu iHpOpMAIfHOMY pe3epBYBaHHI Ta EHTPOMii OJMHUYHOrO JpKepena iHgopmauii. anwii



A. Al-Ammouri, A.O. Degtiarova, H.A. Al-Ammori, A.E. Klochan, O.P. Tymchenko Estimation the Information ... 25

KpuTepiii Moke OyTH BHUKOPHCTaHUI SK 3arajJbHUN KpPUTEPId OIIHKH SKOCTI PI3HUX METOAIB iH(pOpMAIiiHOrO
pe3epByBaHHA UIA iH(QOPMAIHHO-KEPYIOUMX CHCTEM OE3MIJIOTHHX JIITAJIBHUX amapaTiB. IIpoBecHO MaTeMaTH4YHE
MOJICTIOBaHHSI  MapajiefIbHOr0, MOCIIZOBHOrO, KOMOIHOBaHOTO iH(OpMaliiHOrO pe3epBYBaHHS, MOAYJIHLHOIO
iH(OpMaIiifHOro pe3epByBaHHs IEPIIOi Ta APYroi iepapXii 3a yMOBH, IO jpKepena iH(OpMalii XapaKTepH3YIOThCS
HU3BKMMHU NOKa3HUKaMU HaJiHHOCTI Ta IocTOBipHOCTI iH(opMarlii. 3a pe3ynpTaTaMu MaTeMaTHYHOI'O MOJIECTIOBAHHS
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A Anb-AmMmopu, A. O. [derrsipeBa, X. A. Aab-Ammopu, A. E. Kiouan, E. II. Tumuyenko. Ouenka
3¢pPpexkTBHOCTH MHPOPMALMOHHOTO pPe3epBUPOBAHUSA MHGPOPMANMOHHO-YNPABJSIIOIIUX CUCTEM 0eCMMIOTHBIX
JIeTaTeJbHBIX ANNapaToB

CraThsl TIOCBSINEHA PACCMOTPECHHUIO BOMpPOCAa aHAIM3a M OICHKM METOMOB IOBBIMICHUA 3()(OEKTUBHOCTH
MH(POPMAIMOHHOTO Pe3ePBUPOBAHUS HH()OPMAIMOHHO-YIIPABIIAIONINX CHCTEM OCCITUIIOTHBIX JICTATENIbHBIX aIllapaToB.
PaccMoTpeHBl METOIBI MapalIeIbHOTO, MMOCISIOBATEIPHOTO, MOAYIHHOTO U KOMOMHUPOBAHHOTO HH(GOPMAI[MOHHOTO
pe3epBupoBanusl. [ToaydeHa MaTeMaTHUECKass MOJENb OLEHKU 3(P(PEKTUBHOCTH pa3IUUHBIX BHIOB HH()OPMAIMOHHOTO
pe3epBupoBaHus. B KkauecTBe KpuTepus Ui OICHKH 3(dekTuBHOCTH HH(OOPMAIMOHHOIO pPE3epPBUPOBAHUS
UCTONB3YeTCS WH(POPMAIIMOHHBIA KPUTEPHH, TNPEACTABNISIONNA COOOW pa3HMILy SHTPOINUH HHGOPMAIMK TIPU
HH(POPMAIIMOHHOM PE3CPBUPOBAHMM W DHTPOIUM CIUHHUYHOI'O MCTOYHUKA HH(pOpMaiuu. JaHHBIA KPUTEPHA MOMKET
OBITh MCIIOJIb30BaH KaK OOIIMH KPUTCPHUI OIIEHKU KavyeCTBa Pa3IMYHBIX METOJOB MH()OPMAIMOHHOTO PE3CPBUPOBAHUS
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JUIE MTHQOPMAIMOHHO-YIPABISIIONINX CUCTEM OCCHHMJIOTHBIX JIETAaTENbHBIX ammapaToB. [IpoBeneHO MaTeMaTHYecKoe
MOZEIUPOBaHUE MapaUIeNIbHOTIO, IIOCIEA0BATEIbHOI0, KOMOMHHUPOBAHHOIO HH(OPMAIIMOHHOTO pPEe3epBUPOBAHMU,
MOJYJIFHOrO HWH()OPMAlMOHHOTO PE3epBUPOBAHUS TIEPBOMl M BTOpOH HEpapXWu MpPU YCIOBHH, YTO HCTOYHUKHU
nH}poOpMaMK XapaKTEpPU3YIOTCS HU3KUMH IIOKa3aTesIMA  HAJAEKHOCTH U JocToBepHOCTH wuH(popMamuu. [lo
pe3ynbTataM MaTeMaTHYeCKOro MOJICIMPOBAHUs ITOKAa3aHO, YTO HauOoliee WHPOPMATHBHBIM SBIISETCS MOJIYJIBHOE
nH(pOpMaIMOHHOE Pe3epBUPOBAHKE BTOPOH HEPAPXHH, a TAKKE MOJYIIFHOE HH(POPMAIIOHHOE pe3epBUPOBaHIE TIEPBOI
uepapxuu 1 KOMOMHUPOBAHHOE MH()OPMAIIMOHHOE PE3ePBUPOBAHUE.
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